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Leveraging Deep Learning Techniques to
Obtain Efficacious Segmentation Results
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Abstract: Image segmentation is a critical task in the field of computer vision. In the past, traditional segmentation algorithms were frequently
used to tackle this problem but had various shortcomings. However, the advent of deep learning has revolutionized this field, leading to the
development of novel image segmentation algorithms. This paper presents a comprehensive overview of deep learning-based models applied
to medical imaging, iris recognition, pedestrian detection, and autonomous driving. The study encompasses various techniques, such as
convolutional neural networks, fully convolutional neural networks, encoder–decoder architectures, multi-scale approaches, attention
mechanisms, and image transformers. Moreover, this paper evaluates the performance of these models on relevant datasets, providing
insightful recommendations for researchers to integrate promising techniques into their work for specific applications. The discussion
also explores the challenges, constraints, and potential research directions in these domains.
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1. Introduction

Image segmentation is a computer vision task in which a digital
image is divided into various subgroups called image segments that
aid in image processing and classification tasks. Many visual
understanding systems depend on the results of image segmentation
as a key component. The task of image segmentation has several
uses, such as in the fields of medical imaging (e.g., boundary
estimation of tumors, segmentation of anomalies in organs), object
detection (e.g., pedestrian detection, face detection), recognition
systems (e.g., face recognition, iris recognition), satellite image
analysis, and video surveillance. The image segmentation problem
can be characterized as the task of classifying each individual pixel
in an image according to a predefined set of labels. Furthermore,
recent image segmentation methods can be mainly classified into two
categories: semantic segmentation and instance segmentation.
Semantic segmentation is a pixel-level classification problem where
each pixel of an image is classified to a class label from a predefined
set of labels where several objects of the same class are handled as a
single entity. However, in instance-level segmentation, multiple
objects of the same class are treated as individual instances. These
individual instances are obtained through a sequence of object
detection and semantic segmentation operations, which are carried
out inside each individual bounding box produced. A bounding box
is a hypothetical rectangle that acts as a point of reference for object
recognition and creates a collision box for that object.

In the past, various techniques were proposed to represent the input
image as a feature vector based on characteristics such as texture, shape,
and color. Color moments (Huang et al., 2010), histogram of oriented

gradients (Chen et al., 2015; Cherabit et al., 2012; Pan et al., 2015),
scale-invariant feature transform (Lowe, 2004), Gabor (Idrissa &
Acheroy, 2002), and wavelet transforms (Mallat, 1989) are among the
most popular hand-crafted features that extract features such as color,
shape, and texture. Additionally, traditional segmentation algorithms
based on thresholding (Otsu, 1979), region-based (Lalaoui &
Mohamadi, 2013), and edge-based (Al-Amri et al., 2010; Al-Fahoum,
2003) techniques were popular. However, the process of hand-crafted
feature extraction is application-specific and sensitive to noise,
illumination, scale, translation, and rotation (Al-Fahoum & Reza,
2004). Furthermore, there is limited performance as it is not able to
represent all the characteristics of an image. In addition, edge-based
techniques fail on smooth edges and images having numerous edges,
region-based techniques demand accurate seed-point determination,
and threshold-based techniques fall short on images having complex
intensity distribution (Al-Fahoum et al., 2014) (e.g., medical images).

In recent times, the use of deep learning methods has gained
popularity and shown commendable advancement in the field of
segmentation. These techniques are delivering outstanding results
and frequently attaining the best accuracy rates on common
benchmarks, leading to a paradigm shift in the industry.
Commonly, while training the deep learning model, images are
vectorized and passed through a neural network where the image
features are extracted and a classifier activation function is used at
the last layer of the network to generate a segmentation map. This
generated segmentation map and the ground truth map are fed to
the loss function, which conducts backpropagation on the model to
update the weights. Initially, convolutional neural networks (CNNs)
were introduced, which showed promising results in extracting the
features of an image by learning and labeling. Several researchers
have proposed various CNN architectures (He et al., 2016;
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Krizhevsky et al., 2017; Simonyan & Zisserman, 2014), which vary in
training parameters and the depth of convolution layers. However, a
fully connected layer used in CNN to generate an output
segmentation map increases the training time and leads to an
immense number of parameters in the model. This adds to the
computational complexity of the model, which demands more
resource consumption and a longer training time.

Unlike CNN, which uses a fully connected layer after the last
convolution layer to produce an output segmentation map, a fully
convolutional neural network (FC-NN) (Long et al., 2015) was
then proposed, which gets rid of the fully connected layer and
transforms an intermediate feature map to the size of the input
image using transposed convolution. This development has shown
improved performance with less computational complexity as
there are fewer parameters involved when compared to CNN. In
recent times, researchers have proposed numerous techniques such
as encoder–decoder-based architectures, attention mechanisms,
multi-scale information fusion, and the application of distinct
transformers in FC-NN that aid in addressing the segmentation
challenge. Additionally, some methods also contain an ensemble
of these techniques, enabling the model to gather various kinds of
information and leading to a boost in performance. This work
provides a comprehensive review of this recent literature, covering
a range of ground-breaking initiatives in semantic and instance
segmentation, consisting of encoder–decoder architectures,
attention models, multi-scale approaches, and image transformers
in the applications of medical imaging, iris recognition, pedestrian
detection, and autonomous driving.

The primary contributions of the paper can be stated as follows:

• Discussion and analysis of distinct models belonging to each
application.

• Inference was drawn on the basis of performance of the models on
a common dataset to suggest the most promising technique out of
all the models reviewed for each application.

2. Literature Review

In Figure 1, the surveyed papers highlight advancements in
each domain, addressing research gaps and presenting novel
techniques for improved outcomes. The insights gathered from
this survey contribute to the progress and future directions in
these crucial fields.

2.1. Medical imaging

2.1.1. Encoder–decoder networks
Figure 2 illustrates the U-Net network proposed by

Ronneberger et al. (2015), which is an encoder–decoder type of
architecture that consists of a contracting path on the encoder side
and an expanding path on the decoder side. An image is given as
an input to the encoder, and an output segmentation map is
generated through the last layer of the decoder. Each step in the
contracting path extracts high-level resolution feature maps
through repeated convolutions and downsampling implemented
using max pooling. Each step in the expanding path consists of
convolution layers and an upsampling of the feature map to
extract spatial information.

Further, concatenation is performed of the corresponding cropped
feature map from the encoder subnetwork (a fusion of high-resolution
featuremaps from the encoder and semantically rich featuremaps from
the decoder) with the decoder subnetwork, which is known as
skip connections. These skip connections enable the fusion of
high-resolution feature maps from the encoder and semantically rich
feature maps from the decoder, ensuring the extraction of deep-level
features and precise localization of the object in the image. The
final layer in the decoder maps the feature vector to the desired
number of segmentation classes.

By stacking two U-Net architectures on top of one another to
efficiently extract more semantic information, Jha et al. (2020)
propose a novel approach. It uses two U-Net architectures in
sequence, each having two encoders and decoders, where the first
encoder is the pre-trained VGG-19 (Simonyan & Zisserman,
2014), which is trained on ImageNet (Deng et al., 2009).
ImageNet is a large dataset of annotated images created with the
intention of serving as a tool to support research and the creation
of more effective computer vision techniques. The distinguishing
factors between Network 1 of Jha et al. (2020) and Ronneberger
et al. (2015) are the application of VGG-19 (Simonyan &
Zisserman, 2014) in the first encoder, the usage of atrous spatial
pyramid pooling (ASPP) (Chen et al., 2017) (between the encoder
and the decoder, which helps to extract high-resolution feature
maps), and the squeeze-and-excitation (SE) block (Hu et al.,
2018), which enhances the quality of the feature maps by passing
more appropriate information. In Network 2 of Jha et al. (2020),

Figure 1
Statistics on paper surveyed for each application

Figure 2
U-Net. From Arora et al. (2021)
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the difference lies in the use of ASPP and SE block in the decoder.
The skip connections to the first decoder are just from the first
encoder, but for the second decoder, the skip connections are
received from both encoders, with which the feature map’s spatial
resolution is maintained. The final output segmentation map is
computed by concatenating the resulting maps from Network 1
and Network 2 and passing them through a sigmoid function.

By leveraging the strengths of the deep residual model (He
et al., 2016), the recurrent convolutional neural network (RCNN)
(Liang & Hu, 2015), and U-Net (Ronneberger et al., 2015), the
RU-Net and R2U-Net models are proposed (Alom et al., 2018).
For implementing RU-Net and R2U-Net, recurrent convolutional
layers (RCLs) and RCLs with residual connectivity are used,
respectively, replacing the standard forward convolutional layers
used in Ronneberger et al. (2015). The residual connection allows
for a deeper model that is more effective.

The operations of the RCL are performed with respect to the
discrete-time steps implemented according to the RCNN, and for
gaining residual connectivity, the output of the RCL is passed
through a residual unit (recurrent residual convolutional neural
network (RRCNN)). The concatenation of the input to the RCNN
with the output of the RCNN computes the output through the
RRCNN. Different from Ronneberger et al. (2015), efficient
feature accumulation is included in both models, which are done
at different time steps, which leads to a stronger feature
representation. This helps in extracting low-level features
efficiently and improving segmentation performance. The crop
and copy method employed in Ronneberger et al. (2015) is
replaced by concatenation operations, resulting in a more
sophisticated deep learning model.

The Unet++ architecture proposed by Zhou et al. (2018) is
constructed by re-designing the skip pathways in Unet
(Ronneberger et al., 2015) and further adding a deep supervision
module to the network. Unlike Unet, the feature maps from the
encoder undergo a dense convolution block employing
convolution layers and dense skip connections. These dense
convolution blocks bridge the semantic gap between the encoder
and decoder feature maps, which helps the optimizer solve an
easier optimization problem as compared to Unet. Rather than
straightforward connections as in Unet, dense connections are
employed in Unet++, which improve the gradient flow in the
network. Deep supervision warrants model pruning and enables
the model to operate in two modes. Furthermore, a combination
of binary cross-entropy and the dice coefficient loss function is
attributed to the full-resolution feature maps at different semantic
levels. By replacement of the dense skip connections of the
Unet++ architecture (Zhou et al., 2018) with full-scale skip
connections and the deep supervision module with full-scale deep
supervision and further the addition of a novel classification-
guided module (CGM), Unet3+ was designed (Huang et al., 2020).

To explore sufficient information at full scale, full-scale skip
connections are implemented, in which at each decoder layer it
incorporates both same-scale and lower-scale feature maps from
the encoder (inter-connection) and high-scale feature maps from
the decoder (intra-connection), which combine fine-grained details
and coarse-grained semantics at full scale. Further, a feature
aggregation mechanism is applied to each decoder layer for the
five-scale feature maps obtained. Different from the deep
supervision proposed in Unet++, at each decoder stage in
Unet3+, a side output is computed that is supervised by the
ground truth. Furthermore, to enhance the boundary of the organs,
a multi-scale structural similarity index (MS-SSIM) (Wang et al.,
2003) loss function is proposed that assigns higher weights to

fuzzy boundaries. This allows the network to monitor fuzzy
boundaries better, as the greater the regional distribution
difference, the higher the MS-SSIM value. A CGM is proposed to
detect if the image consists of an organ or not. This is done by
feeding the feature map extracted from the deepest encoder layer
through a series of dropout, 1 × 1 convolution, max-pooling, and
sigmoid activation functions, which produce a 2-dimensional
vector indicating probabilities of with or without organs. Further,
this classification output is multiplied by each side-segmentation
output, and the loss function (binary cross-entropy loss) is guided
to prevent segmentation of a non-organ image.

Figure 3 elaborates the Trans-UNet architecture proposed by
Chen et al. (2021), which adopts the U-Net shape (Ronneberger
et al., 2015) and integrates a hybrid CNN-transformer encoder
that generates high-resolution feature maps capturing global
context and a cascaded decoder that upsamples the feature maps
for precise localization. Skip connections are maintained to output
feature maps with high resolution, global context, and precise
localization. Transformer blocks are precisely depicted in Figure 4
and are used in the encoder for computing encoded feature maps.

Each block consists of image sequentialization, which is the
extraction of a sequence of 2D patches from the input image,
followed by patch embedding, which outputs the encoded feature
map. In patch embedding, each extracted patch in the sequence is
mapped to a D-dimensional embedding space (tokenized patches)
using a trainable linear projection that is concatenated with
learnable position embeddings. Further, the tokenized patches are
fed to a multi-head self-awareness (MSA) module followed by a
multi-layer perceptron block. The encoded feature map is then
reshaped and fed to the cascaded upsampler, which outputs the
final segmentation map. The skip connections are established
between each upsampling layer in the upsampler and the
convolution layers in CNN, which enable feature aggregation at
different resolutions.

Different from the hybrid CNN-transformer encoder and
cascaded upsampler in Trans-Unet described above, Cao et al.
(2022) propose Swin-Unet which is a hierarchical Swin
transformers with shifted windows and a patch merging layer
(downsampling of the input) as the encoder, and a symmetric
Swin transformer-based decoder with a patch-expanding layer
(upsampling of the input) as the decoder. The architecture of
Swin-Unet is similar to Unet (Ronneberger et al., 2015), where a
bottleneck is introduced additionally. The tokenized patches are
calculated in a similar way to Trans-Unet. These tokenized
patches are fed to the encoder, which consists of Swin transformer
blocks (Liu et al., 2021) (responsible for feature representation
learning) and patch merging layers.

Different from the conventional MSA module used in
Trans-Unet, the Swin transformer block is constructed based on
the shifted windows method (Liu et al., 2021). The window-based
multi-head self-attention module and the shifted-window-based
multi-head self-attention module are used as self-attention
mechanisms in two successive Swin transformer blocks.

Each encoder consists of three sets of two consecutive SWI
transformer blocks followed by a patch merging layer for
downsampling the feature maps. As the transformers are too deep
to converge (Touvron et al., 2021), only two single-phase
transformer blocks are used in the bottleneck. Corresponding to
the encoder, the decoder is symmetrically built with S-shaped
transformer blocks. Patch’s expanding layer upsamples the feature
maps for precise localization. Finally, the output from the last
patch-expanding layer is fed to a linear projection to compute the
final pixel-level segmentation map.
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The context-encoder network proposed by Gu et al. (2019) aims
to capture more high-level information and maintain spatial
information for the segmentation task. The three main modules
are the feature encoder module, the context extractor module, and
the feature decoder module. In the feature encoder module, the
encoder blocks in U-Net (Ronneberger et al., 2015) are replaced
by the ResNet-34 (He et al., 2016) (residual connectivity prevents
gradient-vanishing problems and accelerates the convergence of
the network), retaining the first four blocks.

The context extractor module consists of the dense atrous
convolution (DAC) module and the residual multi-kernel pooling
(RMP) module, which extract context semantic information and
generate high-level feature maps. DAC has four cascade branches
with gradual increments in a number of atrial convolutions.

Thus, it employs different receptive fields (motivated by inception
(Szegedy et al., 2017)), which are able to extract features of various
object sizes. The RMP module resolves the issue of the large
variation in object size by encoding global context information at four
different receptive fields. Hence, the four-level output contains feature
maps of various sizes. Similar to Apostolopoulos et al. (2017), a
decoder block is adopted consisting of a 1 × 1 convolution, a 3 × 3
transposed convolution, and a 1 × 1 convolution consecutively.

Kaul et al. (2019) propose a general architecture that
incorporates a separate self-attention mechanism into a
combination of Res-Net (He et al., 2016) and SE-Net (Hu et al.,
2018) hybrid architectures. The proposed FocusNet architecture
consists of two parallel information flow branches that are in the
form of encoder–decoder networks, where one branch is fully
devoted to attention. Skip connections are used throughout the
architecture to promote better gradient flow, which helps with the
easier training of a deep network.

The encoder in the first branch consists of 3 × 3 convolution
layers with residual connectivity. The second branch consists of
the SE blocks (used extensively to recalibrate the weighing of the
output feature maps at intermediate steps), where per-layer
decoded output is passed through a sigmoid-gated function that is
multiplied by the output of the first SE block. Downsampling is
done through stride convolution throughout the architecture, and
no bottleneck full pre-activation residual blocks (He et al., 2016)
are implemented between the deepest layer of the encoder and the
decoder in each branch.

2.1.2. Other developments
Ragab et al. (2019)modified a general computer aided detection

system in the image segmentation module, where the suggested two
approaches are: (1) determining the region of interest (ROI)
manually and (2) using threshold- and region-based techniques.
Further, the proposal employs the architecture of the deep
convolutional neural network, replacing the last fully connected
layer with support vector machine.

Figure 3
Trans-UNet. From Zhao et al. (2022)

Figure 4
Transformer blocks. From Zhao et al. (2022)
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A novel segmentation method integrating FC-NN and
conditional random fields (CRFs) is proposed by Zhao et al.
(2018). Local image and context information on a larger scale is
extracted through the FC-NN (Long et al., 2015). Basically, the
FC-NN computes the probability of assigning predefined labels to
each pixel, and the CRF takes these probabilities as input and
globally optimizes the spatial consistency, considering pixel
intensity and position as parameters.

2.2. Iris recognition

2.2.1. Traditional segmentation methods
Different from just using edge-based algorithms for iris

segmentation as in the method illustrated above, Li et al. (2019)
propose a combination of learning-based and edge-based algorithms.
First of all, a faster R-CNN (FRCNN) (Ren et al., 2015) with only
six layers is used to locate one bounding box having maximum
pixels of eye class and an appropriate aspect ratio in the image,
inside which the pupil and limbus boundary estimation takes place.

For locating the pupil region, a Gaussian mixture model is applied
inside the proposed bounding box, which is followed by image
processing to isolate one pupil region. Through pixel scanning, five
key boundary points are chosen, including the center of the pupil
region, to smooth the circle curve of the pupil and remove the noisy
pixels. A sophisticated boundary point selection algorithm is used to
select the boundary points of the limbus, and then the limbus circular
boundary is approximated using these points.

2.2.2. Fully convolutional neural networks
As shown in Figure 5, the encoder–decoder architecture has been

employed inWang et al. (2020) for iris segmentation purposes, where it
additionally incorporates an attention module to help improve the
segmentation performance. A central bottleneck part exists between
the encoder and the decoder, which comprises an attention module.
The attention mechanism allows the model to assign different
appropriate weights to different channels in the feature maps and re-
estimates the spatial distribution of the feature maps accordingly as
mentioned in Woo et al. (2018) and Park et al. (2018) enabling more
discriminative features to be learned.

The attention module consists of the ASPP module (Chen et al.,
2017), which extracts multi-scale contextual features and then applies
the attention mechanism where important feature signals are
considered and disturbing noise feature signals are suppressed
simultaneously. An attention map is generated by multiplying the

original feature map with the importance level of each pixel. Lastly,
the original feature map is concatenated with the attention map to
restore valuable information in the original feature map. Inner and
outer boundary points are computed, and the least-squares circle
fitting algorithm (Chernov & Lesort, 2005) is applied to produce
circular inner and outer iris boundaries, which are further refined.

Based on the same idea of learning more discriminative features
by focusing on relevant regions using attention as mentioned in
IrisParseNet above, Lian et al. (2018) propose an attention U-Net
architecture where it employs the U-Net architecture (Ronneberger
et al., 2015) and incorporates a different attention mechanism
when compared to IrisParseNet. Attention U-Net regresses a
bounding box of the potential iris region and generates an
attention mask, which is then fused with feature maps, enabling
the model to focus more attention on iris regions.

The regression module is added at the end of the encoder part,
which helps generate the attention mask M. After computing the
attention mask M, it guides the final segmentation by forcing the
model to pay more attention to iris regions, and a soft attention
scheme has been applied. The attention mask is multiplied with the
feature maps of the second-last layer of the decoder, and now these
attention-incorporated features are used to guide the backpropagation
of the model and are essential to the attention mechanism.

Jalilian andUhl (2017) proposes 3 variants of a fully convolutional
encoder–decoder network, which is similar to Badrinarayanan et al.
(2017). The first variant consists of five stocks in the encoder and
the decoder, where each stock comprises blocks whose architectures
are formed from convolution layers (body network (BN) and ReLu).
Additionally, the blocks in the encoder consist of a max pooling
layer for downsampling, and these max pooling indices are stored to
pass this information to the respective upsampling layer in the
decoder. A softmax classifier is a mathematical function that
normalizes the output values, which turns weighted sum values into
probabilities that add up to one. Each value in the softmax function’s
output is regarded as a likelihood that a given class would contain
that value. So, this Softmax classifier outputs the probability map
corresponding to each pixel.

The second variant, the “basic variant,” has a lightweight
architecture as compared to the original variant and comprises
four stocks in the encoder, with the decoder having the same
blocks used in the first variant.

The third variant, the Bayesian Basic variant, enables pixel-level
segmentation using Monte-Carlo sampling and the drop-out technique
(Gal & Ghahramani, 2016; Srivastava et al., 2014). In contrast to the
basic variant, two extra drop-out layers are added to the last two
blocks of the encoder and the first two blocks of the decoder. At test
time, the posterior distribution over the weights is sampled and
generates the distribution of softmax class probabilities, where the
mean of these samples is for segmentation prediction and the
variance denotes the model uncertainty for each class.

To extract more details from an image, Zhang et al. (2019)
propose fully dilated convolution combining U-Net (FD-UNet),
which in Unet (Ronneberger et al., 2015) replaces all the 3 × 3
convolution layers except the 1 × 1 convolution in the last layer
with dilated convolution (Yu & Koltun, 2015) having a dilation
rate of 2. This augments the receptive field of the convolution
kernel, enabling greater information extraction from the image.

Replacing the series of 3 × 3 convolution layers of the encoder
in Unet (Ronneberger et al., 2015) with squeeze-expand modules
(Iandola et al., 2016) improves accuracy while reducing
computation time and the number of trainable parameters; such an
architecture is proposed by Sardar et al. (2020). Further, an
interactive learning mode is incorporated. First of all, the

Figure 5
IrisParseNet

Archives of Advanced Engineering Science Vol. 1 Iss. 1 2023

15



incorrectly predicted output images (having misclassified pixels) are
refined through user intervention, and these refined images are added
to the ground truth dataset. Second, depending on a threshold value
set, if the number of incorrectly predicted images exceeds this set
threshold value, further fine-tuning takes place and the weights for
the model are updated.

Figure 6 illustrates the IrisDenseNet architecture proposed by
Arsalan et al (2018), which is distinct from other methods because
it leverages the use of dense connectivity (Huang et al., 2017) in
the encoder, which reduces the vanishing gradient problem,
strengthens features flowing through the model, and also enables
feature reuse, resulting in stronger learned features. The essential
component of the encoder that enables dense connections is dense
blocks. Figure 7 precisely describes the structure and connectivity
of a dense block.

As can be seen in Figure 6, the encoder consists of five dense
blocks comprising convolution and concatenation layers, and each
dense block is separated by a transition layer consisting of a 1 × 1
convolution and max pooling for downsampling. Further, for the
upsampling purpose, it does not employ direct skip connections
such as Ronneberger et al. (2015), but rather pooling indices are
fed to the respective decoder block from the transition layer.
IrisDenseNet uses the Seg-Net basic (Badrinarayanan et al., 2017)
architecture for its decoder, where each decoder block receives
pooling indices and dense features from the respective transition
layer as input and outputs an upsampled feature map.

Employing the Res-Net 50 (He et al., 2016) contracting path and
adding an attention gate (AG)module in the skip connections to identify
important feature regions efficiently, Wei et al. (2022) propose a novel
architecture. Each residual block in the encoder consists of a

convolution block and an identity block, and the residual mapping is
performed. Furthermore, the AG module (Schlemper et al., 2019) is
implemented in the skip connections, which computes the attention
coefficients for each pixel to target iris regions better.

The AG module at each layer takes input as feature maps from
the contracting path “x” and a gating feature vector “g” from the
respective expansive path (decoder layer), which helps suppress
irrelevant noise and generates attention coefficients that are passed
as the value of skip connections. Additionally, during backward
propagation of the AG module, the background regions are down-
weighted, improving the focus of the model on the iris regions.

The bilateral transformer proposed by Wei et al. (2021) is an
encoder–decoder architecture with the integration of bilateral self-
attention modules and a novel iris segmentation uncertainty learning
module. The proposed architecture is a residual encoder–decoder
architecture that additionally comprises a bottleneck (two BiTrans
blocks). The encoder is stacked with alternating dense downsampling
convolutions (for downsampling) and BiTrans blocks, and the
decoder is symmetrically stacked with dense upsampling convolutions
(for upsampling) and the cross-attention version of BiTrans blocks
(which consider multi-scale features from skip connections).

Each BiTrans block consists of bilateral self-attention modules,
mostly consisting of spatial and visual branches to extract
spatial information and determine discriminative contextual
information from visual characteristics, respectively, which are
then aggregated. Further, linear projections are replaced by
convolutional projections to improve spatial perception.

Furthermore, for two successive transformer blocks, they are
incorporated as Swin transformers (Liu et al., 2021). The
segmentation head is implemented at the last decoder layer,
whereas the auxiliary head is embedded in a hidden layer. Since
layers at different depths in the network learn different features,
this difference between the two segmentation results determines
the uncertainty map. Using this uncertainty map, a weighted
scheme is implemented that assigns higher weights to pixels with
high uncertainty, enabling the model to pay more attention to
high-uncertainty regions. Further, a regularization term is
incorporated, which reduces the uncertainty of the segmentation
predictions from a global perspective.

2.2.3. Other developments
Bezerra et al. (2018) propose amethodwhich leverages the use of

generative adversarial networks (Goodfellow et al., 2020) for iris
segmentation, which comprises two networks, namely a generator
and discriminator. First of all, the generator receives noise as input

Figure 6
IrisDenseNet. From Arsalan et al. (2018)

Figure 7
Dense connectivity within the dense blocks.

From Arsalan et al. (2018)
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and generates samples; these samples and training data are fed to the
discriminator, which finds discrepancies between the two inputs.
These discrepancies are fed to the loss function, which fine-tunes
the generator, enabling the generator to produce more realistic
samples and the discriminator to distinguish better with each iteration.

Zhao and Kumar (2017) proposed an architecture that
comprises FeatNet (for extracting discriminative iris features) and
MaskNet (to provide sufficient information for masking non-iris
images) and proposes a novel extended triplet loss function (ETL)
to guide the triplet network implemented for learning convolution
kernels in FeatNet. This ETL incorporates the bit-shifting of
feature maps and non-iris masking, which helps to learn
discriminative spatial iris features more efficiently.

2.3. Pedestrian detection

2.3.1. Multi-scale approaches
Amulti-scale approach to tackle the task of pedestrian detection

can be observed in Figure 8, which leverages the region proposal
network (RPN) of the FRCNN (Ren et al., 2015) for pedestrian
detection and modifies it to a multi-scale version by having
multiple RPN for different layers of the backbone network
(VGG16 (Simonyan & Zisserman, 2014)), each concentrating on
a different scale. In addition, it employs skip-pooling, where
multiple layers are pooled for each ROI simultaneously and are
subsequently L2-normalized, concatenated, and scaled to output a
fixed-length vector. Furthermore, a bootstrapping sampling
strategy is used for each proposal detector in the architecture.

Similar to the approach mentioned above, Cai et al. (2016) aim to
perform detection at different layers to have multiple proposals at
different scales. Different from the method illustrated above, these
detected objects at multiple layers are considered final proposed
objects and are not skip-pooled and concatenated. The object
detection network comprises ROI pooling, deconvolution, which
improves resolution and provides adequate data for ROI pooling, and
the fully connected layer. Additionally, pedestrian object features and
the context of multiple regions are stacked together post-ROI pooling.

2.3.2. Attention-based approaches
Figure 9 demonstrates an attention-based deep learning model

(Lin et al., 2018) named graininess-aware deep feature learning
(GDFL)-based detector that uses a pedestrian attention mechanism
that generates attention masks for both small and large pedestrians.
Input from different layers of the backbone network (Simonyan &
Zisserman, 2014) having distinct scales is fed to the attention
module, enabling focus on small pedestrians and large pedestrians.

Further, two (small and large) graininess-aware feature maps are
computed by multiplying feature maps from the backbone with the
respective attention masks. Additionally, to obtain more powerful
feature maps having context information as well as local details for
small objects, a zoom-in-zoom-out module is proposed. Using the
small-pedestrian attention mask generated through layer “x” from
the backbone network, the previous and next layers to “x” are
encoded with the same attention mask and further concatenated,
which explores both small-scale and large-scale information.

Different from GDFL mentioned above, the backbone network
in Pang et al. (2019) is leveraged from Ren et al. (2015) by replacing
the ROI pooling layer in GDFL with the ROI alignment layer.
A novel mask-guided attention network (MGAN) is incorporated,
which helps the model pay more attention to visible body features
of the pedestrian and suppress the occluded parts in the full body
features. The multichannel features from the ROI align layer are
fed to the MGAN, which computes the modulated multichannel
features through a series of convolutions, ReLu, and sigmoid
functions (attention masks), which are further multiplied with the
input, and visible-region bounding box information is used to
guide the loss function in the MGAN.

Zhang et al. (2018) propose a novel network which has the same
backbone network employed by the method mentioned above for
detection but consists of a distinct attention mechanism. It is
proposed to handle different occlusion patterns by performing
channel-wise attention and consider three attention mechanisms:
self-attention, visible-box attention, and part attention. In channel-
wise attention, channels with occluded regions are assigned lower
weights, and channels with visible regions are assigned higher
weights, enabling the model to pay more attention to visible regions.

All kinds of attention networks are fed with the top-convolution
features. Self-attention exploits the interdependencies between the
channels and uses SE blocks (Iandola et al., 2016) to assign
higher weights to more informative features. Visible-box attention
additionally takes a full-body, visible-body bounding box and
explores four kinds of occlusion patterns and weighs the channels
accordingly. A fully convolutional part detection network pre-
trained on Insafutdinov et al. (2016) gives information on 14 body
parts, which is used additionally as an input to the part attention
network to guide the attention mask.

2.3.3. Enhancing non-maximum suppression for pedestrian
detection

As shown in Figure 10, non-maximum suppression (NMS) is a
post-processing algorithm that filters out bounding box proposals
based on a threshold value for classification. In Figure 10, (a)

Figure 8
Multi-scale region proposal network (RPN). Three convolution layers are connected to three RPNs.

These distinct results are combined and provide regional proposals for the pedestrian detector
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demonstrates a padded image, (b) portrays all the bounding box
proposals generated, and finally (c) depicts the results after
filtering the bounding box proposals through NMS.

Liu et al. (2019) propose an adaptive NMS that increases the
threshold value in a crowded scene to preserve overlapping
neighboring objects and decreases the threshold value when the
pedestrians are separated to disregard false positives. Intersection
over union (IoU) is the measure of overlap between the target
mask and the proposed bounding box, which is used as a metric
to define the object density. The object density “d” of an object is
defined as the maximum bounding box IoU with other objects in
the ground truth set, which is computed for each proposal and
reflects the intensity of crowd occlusion, and using this, the
threshold “N” is updated if and only if this object density is
greater than the fixed-threshold “F” (N = max(F, d)).
Furthermore, a three-convolution layer subnet is incorporated to
determine the density of each proposal.

Unlike adaptive NMS illustrated above, Huang et al. (2020) do
not change the threshold value according to the conditions; it rather
uses a different method of IoU calculation where it computes the IoU
between the visible regions of the full body boxes to estimate the

overlapping of the two full body boxes. The lower value of IoU
indicates the boxes belong to different pedestrians, and a similarly
higher value of IoU indicates the same pedestrian; this enables the
NMS to eliminate redundant boxes for the same pedestrian and
disregard false positives. In addition, to obtain the visible part of a
pedestrian, a paired box model is proposed, which simultaneously
predicts the full and visible body boxes of the pedestrian.

2.3.4. Other developments
The architecture proposed by Mao et al. (2017) leverages

certain channel features, viz. apparent-to-semantic channels,
temporal channels, and depth channels, to learn the
representations and improve the pedestrian detection performance.
It consists of the BN (Simonyan & Zisserman, 2014), the channel
feature network (CFN), the RPN, and the FRCNN (Girshick,
2015) for the final detection. All the activation maps from
multiple layers in the BN are aggregated and fed to the CFN,
which computes the channel feature map. Further, the
representations learned by these channel maps help the FRCNN
make accurate predictions.

Figure 9
Multi-scale region proposal network (RPN). Three convolution layers are connected to three RPNs. These distinct results are

combined and provide regional proposals for the pedestrian detector

Figure 10
Working of NMS. From Dumitrescu et al. (2022)
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Liu et al. (2019) propose a “center and scale prediction” (CSP)
detector, which simplifies the pedestrian detection problem to a
straightforward center and scales the prediction task of the
pedestrian. The CSP consists of a feature extractor module that
extracts aggregated multi-scale features from a fully convolutional
backbone network. Further, the detection head computes the center
heatmap and the scale map through a series of convolution layers.

To improve the efficiency of the model in Adarsh et al. (2020),
Gong et al. (2020) replace the max pooling layer with 2-step
convolutions, replace traditional convolutions with anti-residual
blocks employing depth-wise separable convolution (Chollet, 2017),
and finally they add an additional upsampling layer for a three-scale
detection enabling efficient detection of small pedestrians.

The architecture proposed byBrazil et al. (2017) consists of anRPN
(Ren et al., 2015) and a binary classification network to perform
pedestrian detection on bounding box proposals generated from the
RPN (refining the classification scores). A segmentation infusion
network is attached to the deepest convolution layers of both sub-
networks, and it illuminates the pedestrians in the shared feature maps
preceding the classification layer by computing two masks reflecting
the likelihood of residing in the pedestrian or background segment.

Zhou and Yuan (2018) leverages full-body and visible-body
estimation to perform pedestrian detection. Two separate branches
are incorporated, each taking input from the ROI pooling layer of
the backbone network and respectively performing bounding box
regression and classification (same as Ren et al. (2015)) for the
full body and visible body parts of the pedestrian. These
complementary classification scores are later fused together to
improve detection robustness.

2.4. Autonomous driving

2.4.1. Adoption of asymmetric convolutions
Figure 11 illustrates the distinction between standard

convolutions and asymmetric convolutions. It can be seen in the
figure that instead of using a 3 × 3 convolution kernel, asymmetric
convolution uses 3 × 1 and 1 × 3 convolution kernels, respectively.
This adoption enables the usage of fewer parameters, which aids in
reducing the computational complexity. Efficient dense modules

with asymmetric convolution network (EDA-Net) (Lo et al.,
2019) aims to achieve high performance segmentation to guide
autonomous driving at a low computational cost.

Figure 12 gives an overview of the architecture and the
connection flow in the network. EDA-Net achieves its aim by
incorporating EDA blocks that comprise EDA modules. Figure 12
gives an overview of the architecture of EDA Net. It can be seen
in the figure that each EDA module subsequently comprises a
pointwise convolution layer (which reduces the number of input
channels) and two pairs of asymmetric convolution layers
(Romera et al., 2017; Szegedy et al., 2016) (which reduces
computational complexity) employing dilated convolution (Zhao
et al., 2017) at the second pair to obtain more contextual information.

However, some modules are fully dilated EDA modules, and
the dilation rate gradually increases (the receptive field increases)
throughout the modules in the network. Leveraging dense
connectivity from Huang et al. (2017), each module is densely
connected to each other in EDA-Net, which helps increase
processing efficiency and combine multi-scale features as each
EDA module has feature maps at a different receptive field.

Similar to EDA-Net mentioned above, Li et al. (2019) aim to
obtain high efficiency at a low computational cost and employ
asymmetric convolutions and dilated convolutions for the same.
The architecture mainly comprises depthwise asymmetric
bottleneck modules, which have a two-branch structure where the
two branches are responsible for extracting local and contextual
information, respectively, which are further concatenated.

The first branch consists of a 3 × 3 convolution layer followed
by an asymmetric pair of convolution layers, whereas the second
branch applies dilated convolution to depth-wise asymmetric
convolution layers to extract better contextual information at a
low computational cost. The outputs from these two branches are
further fused and fed to a pointwise convolution layer, which is
further concatenated with the input.

2.4.2. Encoder–decoder networks
Orsic et al. (2019) use Res-Net (He et al., 2016) as the encoder

network and a symmetric decoder network, and it proposes two
distinct ways to increase the receptive field, resulting in an

Figure 11
Working of asymmetric convolutions. (a) Demonstrates a simple 3 × 3 convolution operation

and (b) demonstrates an asymmetric convolution operation. From Kim et al. (2019)

Figure 12
EDA-Net. From Papadeas et al. (2021)

Archives of Advanced Engineering Science Vol. 1 Iss. 1 2023

19



increase in model capacity. The first method is elaborated precisely
in Figure 13, where a spatial pyramid pooling block (Zhao et al.,
2017) is integrated after the last block of the encoder and
combines features of the encoder at different pooling levels. The
second method differs from the first in the following way: the
pyramid fusion model consists of two encoder instances at
different resolutions, and these feature maps are concatenated
from each encoder at the same scale.

The model proposed in Chaurasia and Culurciello (2017) uses
fewer parameters as compared to the approach mentioned above by
linking the encoder–decoder connections in a novel way. Rather than
passing only skip connections from the encoder to the respective
decoder through a pointwise convolution, the proposed
architecture bypasses the input to the encoder to the output of the
respective decoder to recover spatial information at each level,
which also enables the decoder to learn fewer parameters.

Different from the method illustrated above, Treml et al. (2016)
use a modified Squeeze-Net 1.1 architecture (Iandola et al., 2016) as
its encoder to reduce computation and maintain efficiency.
Furthermore, the decoder employs parallel dilated convolutions
(Chen et al., 2014), which uses four dilated convolutions at
different dilation factors to combine one output of the encoder at
four different resolutions, which increases the receptive field and
regards multi-scale spatial information. Refinement modules
similar to Pinheiro et al. (2016) are incorporated, which take the
output of the respective encoder before pooling and the previous
upsampler as input and learn to assign weights to these inputs
before feeding them to the next upsampler.

Distinct from all three encoder–decoder networks explained
above, Nirkin et al. (2021) employ a hypernetwork (Ha et al., 2016)
kind of architecture for the encoder, which additionally generates
weights for the decoder. In the hypernetwork, there is a backbone
architecture (Tan & Le, 2019) where the head in the backbone is
replaced by a context-head employing a nested U-Net architecture
(Qin et al., 2020) that generates signals and helps calculate weights
for the decoder. Each decoder layer consists of meta-blocks that
employ the inverted residual architecture of Sandler et al. (2018)
and use dynamic patch-wise convolutions; there is a weight
mapping network attached to each block. This weight mapping
network computes the weight just before usage (minimizing
memory usage) through the input of the signal from the context head.

2.4.3. Instance-level segmentation
Initially, the CNN model (Schwing & Urtasun, 2015)

pre-trained on ImageNet is used to compute a pixel-level map of
instances at the patch level (Zhang et al., 2016). Furthermore, a
densely connected pixel-wise Markov random field is
incorporated, which combines all the predictions at the local level
(patch level) and determines a globally consistent classification.

The module aims to minimize an energy function that consists
of pairwise smoothness, local prediction, and an interconnected
component term. The smoothness term aims to assign the same
labels to pixels having similar features. The local prediction terms
learn a potential through a series of Gaussian potentials to encode
that pixel prediction at the local level, which should match the
pixel predictions at the global level. Finally, the interconnected
component term encodes the fact that one instance cannot belong
to two distinct components.

De Brabandere et al (2017) propose a discriminative loss function
that first calculates pixel embeddings for each pixel, where pixel
embeddings of the same instance end up close together in the
vector space. It mainly consists of two terms: variance, which pulls
the embeddings at a certain distance apart closer to the mean
embedding of their cluster, and distance, which pushes the cluster
centers within a certain distance away from each other. As the loss
converges, no embedding is closer to an embedding from a
different cluster as compared to any embedding inside its cluster.

2.4.4. Other developments
Chen et al. (2017) propose a novel importance-aware loss function

that assigns higher weights to important objects, forcing the model to
pay more attention to these important objects and segment them with
higher precision for safe driving. It operates in a hierarchical
structure where each object is assigned to a group on each level,
where each level indicates the importance, and accordingly, the
weights of the objects at higher levels are multiplied by larger
important factors, thereby contributing more to the loss function.

Hong et al. (2021) propose a novel network that mainly consists
of a deep dual-resolution network that consists of two separate
branches where each block is a residual basic block (He et al.,
2016) extracting local information and global information,
respectively, which goes under bilateral fusion (fusing local and
global information) viz. fusing the high-resolution into the low

Figure 13
Single-scale model described by Li et al. (2019). “RB” refers to residual convolutional blocks;

“Up” refers to upsampling units; “SPP” denotes the spatial pyramid pooling block
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resolution and vice-versa. Further, it consists of a deep aggregation
pyramid pooling module to further extract global information from
the last low-resolution feature map which fuses feature maps at
different scales in a hierarchical-residual way (Gao et al., 2019).

3. Discussion and Analysis

In this survey, a variety of deep learning models to perform
image segmentation on distinct applications were introduced and
evaluated. Synapse multi-organ CT (Fu et al., 2020), Ubiris.v2
(Proença et al., 2009), Caltech (Dollar et al., 2011), and Camvid
(Brostow et al., 2009) datasets were used to evaluate the models
in the fields of medical imaging, iris recognition, pedestrian
detection, and autonomous driving, respectively. Common metrics
that are used to evaluate these models are stated as follows:
1. Medical imaging – Dice coefficient score (DSC) and Hausdorff

distance (HD).
2. Iris recognition – Nice1 score and F score, these metrics are

taken from the NICE1 contest (Proença & Alexandre, 2007).
3. Pedestrian detection – Average log miss rate on both reasonable

occlusion (RO) and heavy occlusion (HO).
4. Autonomous driving – Mean intersection over union (mIoU).
5. Looking at the results at a high level, models employing

attention mechanisms achieved the highest performance
scores in all applications except “autonomous driving.” To be
specific, as can be seen in Table 1, image transformer models
were seen to be the most efficient for medical image
segmentation applications. The inherent ability of attention
mechanisms to capture intricate patterns and localize relevant

features makes them well-suited for segmenting structures and
abnormalities in medical images accurately.

6. For iris recognition, attention models and image transformers
can effectively capture fine-grained details and local
variations in the iris texture, leading to improved iris
recognition accuracy. These models can focus on informative
regions, such as the iris texture patterns, while disregarding
irrelevant areas, enhancing the recognition performance.

7. In pedestrian detection, attentionmodels and image transformers
excel at capturing global and local spatial dependencies,
enabling precise localization of pedestrians within complex
scenes. By attending to discriminative regions, such as the
human body parts, these models can effectively detect
pedestrians with higher accuracy and robustness.

8. In autonomous driving, it was observed that improving pooling
modules and convolution methods helped the model obtain a
high-performance score with low parameters. Improving
pooling modules and convolution methods in autonomous
driving models resulted in higher performance scores with
fewer parameters compared to self-attention models due to
their computational and parameter efficiency. Pooling and
convolution operations excel at extracting local features and
capturing spatial relationships, which are crucial for
autonomous driving tasks such as object detection and
localization. Their ability to process information efficiently
and capture relevant details contributed to the improved
performance achieved in a resource-constrained environment.

9. While performance was high among the entirety of the models
reviewed, some of them stood out with better performance in

Table 1
Illustration of high-performing models from each application. The signs (↑, ↓) beside each metric name

indicate the relationship between the metric and the performance. “↑” sign indicates higher the metric score,
better the performance. “↓” sign indicates lower the metric score, better the performance

Application Model evaluated Dataset Performance score

Medical imaging Synapse multi-organ
CT

DSC (↑) HD (↓)
U-Net (Ronneberger et al., 2015) 76.85 39.70
TransUNet (Chen et al., 2021) 77.48 31.69
SwinUNet (Cao et al., 2022) 79.13 21.55

Iris recognition Ubiris.v2 Nice 1(%) (↓) F(%) (↑)
IrisParseNet (Wang et al., 2020) 0.84 91.78
BiTrans (Wei et al., 2021) 0.85 92.11
RAG-Net (Wei et al., 2022) 0.83 93.02
FD-UNet (Zhang et al., 2019) 0.4 94.81

Pedestrian detection Caltech Miss rate (RO) (%)
(↓)

Miss rate (HO) (%)
(↓)

FasterRCNN +visible-box attention
(Zhang et al., 2018)

10.33 45.18

MS-CNN (Cai et al., 2016) 10 49.1
(Zhou and Yuan, 2018) 9.4 43.9
MGAN (Pang et al., 2019) 6.83 38.16
CSP (Liu et al., 2019) 3.8 36.5

Autonomous
driving

Camvid mIoU (%) (↑)
Pyramid model with Res-Net
backbone (He et al., 2016)

65.70

EDANet (Lo et al., 2019) 66.4
DABNet (Li et al., 2019) 66.4
LinkNet (Chaurasia and Culurciello,
2017)

68.3

DDR-Net (Hong et al., 2021) 76.3
HyperSeg (Nirkin et al., 2021) 79.1
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each domain. Table 1 illustrates the best-performing models for
each application with its respective dataset and the common
metric used to evaluate the accuracy of the model. These
results display the effectiveness of deep learning models to
tackle the complex task of image segmentation.

10. Prominent performance can be observed in Figures 14, 15, 16,
and 17, where the models SwinUnet, FD-UNet, CSP, and
HyperSeg excel in the domains of medical imaging, iris
recognition, pedestrian detection, and autonomous driving,
respectively. These models demonstrate superior capabilities in
their respective applications, highlighting their effectiveness and
suitability for addressing the specific challenges in each domain.

4. Limitations

Deep-learning-based algorithms remain effective for image
segmentation purposes, but they do come with significant
drawbacks. Some of the typical limitations are stated as follows:

• One of the primary impediments to deep learning’s widespread
deployment techniques in clinical practice is often the
fluctuation in the data itself (resolution, contrast). These
fluctuations in the data restrict the model’s ability to be widely
deployed, as inaccurate results might be predicted by the model
when exposed to these altered feature elements.

• Deep learning models often have a weak generalization ability to
other datasets or applications, which disallows the researchers to
often apply a high-performing model of one scenario to other
situations as the accuracy of the model will drop in varied situations.

• The huge parameter count and the computational complexity of the
models make it difficult to integrate these models into real-time
applications that are used on embedded devices such as mobile
handheld devices. Mobile handheld devices are the most
common source of usage by the common public, and integrating
these applications into these devices is critical to aiding the
public maximally.

Figure 14
Performance score comparison for models in medical imaging

Figure 15
Performance score comparison for models in iris recognition

Figure 16
Performance score comparison for
models in pedestrian detection

Figure 17
Performance score comparison for
models in autonomous driving
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• The paucity of annotated image datasets for training purposes. This
scarcity restricts the volume of training data and hence degrades the
learnability of the model. Therefore, researchers are forced to annotate
the images manually, which is not a practical approach every time.

• Degradation in the performance of the model due to occlusion in
images. Occlusion leads to a lesser extraction of relevant and
important information from the image. This in turn leads to a
decline in the model’s performance.

In addition to the limitations mentioned above, the application of
“iris recognition” faces further challenges in the segmentation of the iris
region. Challenges such as poor illumination and reflection in the iris
images are commonly observed in the data. Furthermore, the model
finds it challenging to segment the iris in unconstrained scenes,
particularly when using low-quality, low-resolution iris images.

5. Conclusion and Future Scope

This work presents a comprehensive overview of distinct deep
learning techniques used to tackle the critical task of image
segmentation in various applications. This collection of possible
methods to solve the task of image segmentation aids researchers in
finding and using the most suitable techniques required to ameliorate
the performance of novel models discovered in the future.
Furthermore, a table listing the most accurate and efficient state-of-
the-art models for each application is provided to gain a deeper
understanding of the various models and their performance. It was
observed that with respect to all the applications studied, attention-
based segmentation methods and image transformers had a superior
performance than other methods. In addition, certain limitations in
the domain of image segmentation have been analyzed and
described, which cover the entirety of each application. As part of
further exploration of the domain of image segmentation, promising
techniques that can be adopted are listed as follows:

• Self-supervised learning: This technique was developed to learn
representations from large datasets without the need for
manually tagged data. This prevents any human intervention,
which lowers the operational cost.

• Weakly supervised learning: This method is associated with
learning strategies that are characterized by imprecise or coarse-
grained labeling. These labels are often far less expensive to
obtain than fine-grained labels for supervised algorithms.

• Pre-training of image transformer models using BERT (Devlin
et al., 2018). This will aid the model in producing accurate
segmentation maps.

Looking ahead, there are several potential recommendations
and new directions to explore in the domain of image segmentation:

• Semi-supervised learning: Image segmentationmodelsmay perform
better if strategies that incorporate labeled and unlabeled data are
studied. To benefit from both labeled and unlabeled data, semi-
supervised learning techniques such as consistency regularization
and self-training might be investigated.

• Real-time segmentation: Developing lightweight models that can
perform real-time segmentation on resource-constrained devices, such
as mobile phones, is an important direction to explore. Techniques
like network pruning and architecture design optimization can help
achieve real-time and resource efficient segmentation

Image segmentation techniques hold vast potential beyond the
domains discussed in this work. Promising domains for exploration
include:

• Remote sensing: Applying segmentation in remote sensing can
assist in land cover classification, change detection, and
environmental monitoring, contributing to fields like climate
studies and disaster management.

• Video surveillance: Image segmentation is used in video
surveillance to detect and track objects of interest, analyze
activities, and identify anomalies. Accurate segmentation helps
enhance security systems and enable proactive monitoring.
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